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ABSTRACTOver the past deade, mobile omputing and wire-less ommuniation have beome inreasingly importantdrivers of many new omputing appliations. The �eldof wireless sensor networks partiularly fouses on appli-ations involving autonomous use of ompute, sensing,and wireless ommuniation devies for both sienti�and ommerial purposes. This paper examines the re-searh deisions and design tradeo�s that arise whenapplying wireless peer-to-peer networking tehniques ina mobile sensor network designed to support wildlifetraking for biology researh.The ZebraNet system inludes ustom traking ollars(nodes) arried by animals under study aross a large,wild area; the ollars operate as a peer-to-peer networkto deliver logged data bak to researhers. The ollarsinlude global positioning system (GPS), Flash mem-ory, wireless transeivers, and a small CPU; essentiallyeah node is a small, wireless omputing devie. Sinethere is no ellular servie or broadast ommuniationovering the region where animals are studied, ad ho,peer-to-peer routing is needed. Although numerous adho protools exist, additional hallenges arise beausethe researhers themselves are mobile and thus there isno �xed base station towards whih to aim data. Over-all, our goal is to use the least energy, storage, and otherresoures neessary to maintain a reliable system witha very high `data homing' suess rate. We plan to de-ploy a 30-node ZebraNet system at the Mpala ResearhCentre in entral Kenya. More broadly, we believe thatthe domain-entri protools and energy tradeo�s pre-sented here for ZebraNet will have general appliabilityin other wireless and sensor appliations.
1. INTRODUCTIONMobile omputing and wireless ommuniation arehigh-growth areas in the omputer/ommuniationsarena. An inreasing wealth of ompute apability isavailable in handheld systems, and improved supportfor wireless ommuniation helps interonnet these mo-bile platforms with eah other, as well as with tethered
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desktop omputers or servers. The main fous of mo-bile omputing has been on systems suh as PDAs andtelephones intended for diret human use. Researhattention is inreasingly foused, however, on systemswith more limited human intervention; wireless sensornetworks are a key example. This paper examines theresearh deisions and implementation hoies inherentin designing mobile ompute/ommuniation nodes forZebraNet, a wireless sensor network aimed at wildlifetraking.In general, sensor networks are systems in whih nu-merous ompute and sensing devies are distributedwithin an environment to be studied. Sensor networkshave been proposed for a range of engineering, sienti�and defense appliations. While some sensor networkshave stati sensor positions, we fous here on issues re-lated to dynami sensor networks with mobile nodesand wireless ommuniation between them. In fat, inour system, the sensor nodes are traking ollars arriedby the animals under study; wireless ad ho network-ing tehniques allow them to swap and store data in apeer-to-peer manner and to perolate it towards a mo-bile base station that sporadially traverses the area toupload data.An inreasing fous of biology and bioomplexity re-searh has been on gathering data and observations ona range of speies, with a goal of understanding theirinterations and inuenes on eah other. For example,it is important to know how human development intowilderness areas a�ets indigenous speies there. It isalso important to understand the migration patterns ofwild animals and how they may be a�eted by hangesin weather patterns or plant life, by introdution of non-native speies, and by other inuenes. Learning suhdetails about animals requires both detailed long-termposition logs as well as other biometri data suh asheart rate, body temperature, and frequeny of feeding.Despite the importane of detailed data on animalmovements and their relationship to weather, humandevelopment and other patterns, insuÆient data ur-rently exists. Furthermore, data olletion tehnologyis also quite limited. For the most part, urrent wildlifetraking studies rely on fairly simple tehnology. For ex-ample, many studies rely on ollaring a sample subset ofanimals with simple VHF transmitters [10℄. Researhersperiodially drive through (or y over) an area with areeiver antenna, and listen for pings from previously-ollared animals. One an animal is found, researhersan observe its behavior and log its observed position.The limits to suh studies should, however, be fairlyapparent. First, data olletion is infrequent and maymiss many \interesting events". Seond, data olletionis often limited to daylight hours, but animal behavior



and movements in nighttime hours an be quite di�er-ent. Third and �nally, data olletion is impossible orseverely limited for relusive speies that avoid humanontat.Beause of the limitations on simple VHF-aided visualobservations, more sophistiated trakers are slowly be-oming available. The most sophistiated trakers ur-rently ommerially-available use global positioning sys-tems (GPS) to trak position and use satellite uploadsto transfer data to a base station [4, 19, 27℄. These sys-tems, however, also su�er from signi�ant limitations.The most sophistiated traker urrently available onlykeeps a log of 3000 position samples and no biometridata [19℄. Beause satellite uploads are slow and power-hungry, they an only be done infrequently. This lim-its how often position samples an be gathered withoutoverowing the 3000-entry log storage. Furthermore,downloads of data from the satellite to the researhersare both slow and expensive (researhers are harged bythe bit), onstraining the amount of data olleted. Fi-nally, these systems operate on batteries without solarreharge, so when power is drained, the system is uselessunless it is retrieved, reharged, and re-deployed.Framing wildlife traking as a sensor networks prob-lem, the ZebraNet projet is building traking nodesthat inlude a low-power miniature GPS system with auser-programmable CPU, non-volatile storage for datalogs, and radio transeivers for ommuniating eitherwith other nodes or with a base station. One of the keytenets of ZebraNet is that the system should work in ar-bitrary wilderness loations; we do not assume the pres-ene of �xed antenna towers or ellular telephone ser-vie. The system therefore uses peer-to-peer data swapsto move the data around; periodi researher drive-bys(or y-overs) an then ollet logged data from many an-imals despite enountering relatively few within range.While ad ho sensor networks have been widely studiedin the abstrat, muh less has been published about theharateristis of mobile sensor networks with mobilebase stations and relatively few studies fous on build-ing real systems. In partiular, this paper o�ers severalunique ontributions:� First, we believe we are the �rst to study protoolsfor mobile sensor networks in whih the \base"station is also mobile. In our ase, we presumethat researhers will upload data while driving orying by the region. And in fat, the base stationis available only sporadially, when researhers areout driving a data-olletion loop.� Seond, zebra-traking is a domain in whih thenode mobility models are largely unknown, and infat are ultimately the researh goal. Understand-ing how, why, and when zebras undertake long-term migrations is the most pressing biologialquestion for this work. In essene, we \bootstrap"mobility models by using urrent, less well-re�nedbiology data to design our early protools, whihan then be re�ned and adapted as the initial de-ployed system helps us learn about zebra move-ments, espeially long-term migrations, in moredetail.� Like other sensor networks, ZebraNet's data ol-letion has stylized ommuniation patterns inwhih data an be ooperatively funneled towardsa base station. We optimize our protools for this\data-gathering" ommuniation pattern and forthe high degree of lateny tolerane in this appli-ation domain.

� Finally, we examine energy tradeo�s in detail, us-ing real system energy measurements for ZebraNetprototype hardware in operation.In onsidering ZebraNet, a number of interesting re-searh questions arise. How to make the ommunia-tions protool both e�etive and power-eÆient? Towhat extent an we rely on ad ho, peer-to-peer trans-fers in a sparsely-onneted spatially-huge sensor net-work? And �nally, how an we provide omprehensivetraking of a olletion of animals, even if some of theanimals are relusive and rarely are lose enough to hu-mans to have their data logs uploaded diretly? Thispaper gives quantitative explorations of the design de-isions behind some of these questions. In addition,we give initial systems experienes and power measure-ments for our ZebraNet prototype. More broadly, bysummarizing early experienes with ZebraNet, we feelthat this paper o�ers protool ideas that should be rel-evant to a wide seletion of researhers in the wirelessand ad ho networking domain.The remainder of this paper is strutured as follows.Setion 2 desribes the problem domain and metris ofinterest in more detail. While ultimately biologists wishto plae ZebraNet-style nodes on a range of speies inan eosystem, our �rst goal is to develop a ollar de-sign and protool that works well with zebras. Forthis reason, Setion 3 disusses the soial strutures andmovement patterns for zebras that we use when design-ing protools and reasoning about well-suited mobilitymodels for our appliation. Following this, Setion 4gives an overview of the ZebraNet traking node andollar design, Setion 5 disusses ZebraNet protools,and Setion 6 reports their e�etiveness and energy ef-�ieny. Setion 7 relates our work to other projetsin sensor networks, energy-eÆient mobile system de-sign and other domains. Finally, Setion 8 summarizesour results, disusses our future plans, and o�ers on-lusions.
2. ZEBRANET DESIGN GOALSThe ZebraNet projet is a diret and ongoing ollab-oration between researhers in experimental omputersystems and in wildlife biology. The wildlife biologistshave artiulated the traker's overall design goals as:� GPS position samples taken every three minutes.� Detailed ativity logs taken for 3 minutes everyhour� 1 year of operation without diret human interven-tion. (That is, we should not ount on tranquiliz-ing and re-ollaring an animal more than one peryear.)� Operation over a wide range (hundreds or thou-sands of square kilometers) of open lands. Weplan to deploy our system at the Mpala ResearhCentre in entral Kenya [25℄.� No �xed base stations, antennas, or ellular ser-vie. (Any unguarded equipment, large or small,is too likely to attrat attention and unfortunately,vandalism.)� While lateny is not ritial, a high suess rate foreventually delivering all logged data is important.� For a zebra ollar, a weight limit of 3-5 lbs is re-ommended. Smaller animals may need even lowerweight limits.



The three-minute duration between position sam-ples is motivated by biologial researh that showsthat the interval is long enough to reord statistially-independent behavior and yet frequent enough to logsuÆient data points over time [1℄. In addition, oneper hour, the unit will log detailed information for aduration of 3 full minutes. Ultimately, this detailedinformation might inlude several position estimates,temperature information, weather data, environmentaldata, and body movements that will serve as signaturesof behavior; in our initial system here, however, we foussolely on position data.Overall, the key goal is to deliver bak to the re-searhers a very high fration of the data olleted overthe months or years that the system is in operation. Asa result, ZebraNet must be quite power-eÆient, mustbe designed with adequate data log storage, and mustbe rugged to ensure reliability under tough onditions.
2.1 ZebraNet Problem StatementHaving stated above the biologists' design goals, wenext turn to the impliations of those goals on the en-gineer's task at hand.The primary �gure of merit for our designs is thatthe suess rate at delivering position data to theresearher|a metri whih we refer to as the data hom-ing rate| should approah 100%. The engineering re-searh problems arise from several issues.For example, as shown in Setion 4, weight limits oneah node translate almost diretly to omputationalenergy limits. This is beause the weight of the bat-tery and solar panel dominates the total weight of aZebraNet node. As a result, our ollar and protool de-sign deisions must manage the number and size of datatransmissions required. We must also make system de-sign hoies that limit the range of transmissions, sinethe required transmitter energy inreases dramatiallywith the distane transmitted. Finally, we must limitthe amount of storage needed to hold position logs. Atroughly 6KB per day, a single animal's position datauses relatively little storage. But if many redundantopies are stored and swapped, the storage requirementsan sale as O(N2). Although the energy ost of stor-age is small ompared to that of transmissions, it stillbehooves us to develop a storage-eÆient design.Beause of limited transeiver overage and a basestation only sporadially-available, ZebraNet must for-ward data through other nodes in a peer-to-peer man-ner and store redundant opies of position logs in othertraking nodes. Setion 5 disusses our protool exper-iments for operating in a system with mobile sensorsand base station, as well as bandwidth and storage on-straints.Some of the key hallenges in ZebraNet ome from thespatial and temporal sale of the system. In terms oftemporal sale, keeping a system running autonomouslyfor months at a time is hallenging; it requires signi�-ant design-time attention to both hardware and soft-ware reliability. We also plan work (not disussed here)to implement on-the-y software updates whih will fa-ilitate bug �xes and parameter tuning after the ol-lars are deployed. In terms of spatial sale, ZebraNetis also aggressive; it is the spei� intent of our sys-tem to operate over an area of hundreds or thousandsof square kilometers. Beause of the large distanes in-volved and sparse sensor overage, energy/onnetivitytradeo�s beome key.The hallenges and issues outlined here ome togetherin a system design that takles several open problems.Namely, ZebraNet's protool promises good ommuni-

ation behavior on mobile sensors perolating data to-wards a mobile base station. Seond, ZebraNet ex-plores design issues for sensors that are more oarse-grained than many prior sensor proposals. The largerweight limits and storage budgets allow us to onsiderdi�erent protools with improved leverage for sparsely-onneted, physially-widespread sensors.
3. A DAY IN THE LIFE OF A ZEBRAMobility models are at the ore of design deisionsfor many mobile networks. Mobility models help toabstrat how fast and how often users (and therefore,wireless nodes) move, in what diretion, and with whatfores of attration or repulsion. Likewise, to designZebraNet, we also need to understand how the nodeswill move, as this ritially a�ets hardware, protooland overall system design. Ultimately, we wish to de-ploy sets of ZebraNet ollars on a range of speies thatshare the same eosystem: zebras, lions, wild dogs, andeven large mammals suh as elephants. This allows bi-ologists to gather fundamental inter-speies data that isurrently woefully laking. For this paper, however, wefous on zebras. We inlude this setion to give spei�sabout zebra motion and soial struture that impat oursystem design hoies.
3.1 Social Structure and CollaringApproximately 35,000 zebras range widely over the40,000 square kilometers that omprise the Laikipiaeosystem of entral Kenya. Understanding how theyuse the landsape requires ollaring representative indi-viduals and haraterizing their �ne-grained movementsand behaviors over large sales. Fortunately, the soialstruture of some zebra speies enables us to ollar onlymales and yet still gather information on the rangingbehavior of large subsets of the population.Two speies of zebras inhabit the Laikipia eosys-tem. One, the Grevy's zebra (Equus grevyi) forms largeloosely-bonded herds. The other, more ommon, Plainszebra (E. burhelli) forms tight-knit uni-male, multi-female breeding groups. These so-alled \harems" areharaterized by 4-5 females and their young o�springliving in lose assoiation with a stallion for long peri-ods of time, often many years. Females typially initiatemovements but the male often adjusts the diretion andspeed of movement of the group [34℄. Thus by ollar-ing only the male we an e�etively trak the movementof 10-12 individuals, vastly reduing the number of ol-lars required as we try to haraterize the movementsof entire plains zebra populations.Although plains zebras live in tight-knit breedinggroups, these groups often oalese and form moder-ately stable long-term herds. Typially harem groupsoalese into herds at watering points before embark-ing on movements to new grazing grounds. En route,harems sometimes join or leave these herds dependingon the struture of the habitat, the quality of the vege-tation and the omposition of individual harem groups[2℄. Clearly, herds are more amorphous than the smallerharem groups, but they last longer than a mere tempo-rary aggregation. Suh dynamis present a halleng-ing problem to eologists trying to unravel their auses,but will atually assist ZebraNet in propagating posi-tion logs aross the landsape towards a mobile basestation.
3.2 Movement PatternsZebra movement an be haraterized in terms ofthree main states: grazing, graze-walking, and fast-moving. Zebras spend most of their time grazing, both
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Figure 2: Distribution of zebra movements ob-served by �eld biologists.day and night. Zebras prefer to graze in areas of shortbut rapidly-growing grasses. These areas o�er high en-ergeti gains and low risks of predation. While graz-ing on short grass swards, zebras typially exhibit lowmovement rates and high turning angles.At other times, zebras walk deliberately, with headslowered, lipping vegetation as they move. These lattermovements are referred to as \graze walking" and areharaterized by higher step rates and smaller turningangles than those for foused bouts of grazing.Finally, either due to predators or beause an area'svegetation has been exhausted, zebras will oasionallymove muhmore quikly, for longer distanes, with theirheads raised beause they are not grazing. We atego-rize this as the fast-moving state.Figure 1 illustrates these three modes of zebra move-ment abstratly, with transition probabilities betweenthem. The speed distributions in eah mode and theprobabilities of transitioning between eah state are de-rived through feedbak from biologists as desribed be-low.Distane Moved. Figure 2 shows zebra move-ment data olleted by �eld biologists [2℄. The his-togram shows how often di�erent net movements wereobserved. Eah data sample is net distane moved in athree-minute interval sine the last observation. (Thethree-minute interval is hosen based on empirial bio-logial studies that show its suitability for statistially-valid sampling of animal movements [1℄.) We de�ne netdistane moved as the net distane from the beginningof the three-minute interval to the end. That is, if a ze-bra moved ten meters from its original position and thename bak again, all in three minutes, its net distanemoved would be zero.Beause the data was olleted by a stationary ob-server, Figure 2's data inludes mostly grazing and grazewalking observations. The two types of motion an bediserned by the bimodal nature of the distribution.The �rst mode, grazing, has a histogram peak graphedat 2m and a mean net-distane of 3.1m. The seondmode, graze-walking, ranges from 10-20m, has a peakgraphed at approximately 14m, and has a mean valueof 13.0m. The few outliers in the distribution indiatepoints where the zebra may have sensed danger and ed.Overall, it is lear that zebras tend to move veryslowly; as they spend most of their time simply grazing,
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Figure 3: Distribution of zebra turning anglesobserved by �eld biologists.their net distane moved tends to be very small. Thishints to us that routing protools whih intelligently ex-ploit past link history information may be fruitful.Turning Angle. Another faet of movement is di-retion. Figure 3 gives �eld data on net turning angle.Similar to net distane moved, the net turning angleis de�ned as the absolute value of the angle betweenthe start of the time interval and the end of the timeinterval. If the zebra moved 360 degrees within threeminutes, its net turning angle would be zero. The max-imum turning angle is therefore 180 degrees. We usethese distane and diretion histograms to guide mobil-ity models for simulations in Setion 6.Water Soures and Drinking. Zebras aretermed a water-dependent herbivore beause they seekout water to drink on a daily basis. Again based on ob-servations, our mobility models assume that zebras headfor water soures about one per day. One there, theydrink relatively quikly. And one their thirst is sati-ated, their movement is again independent of the watersoure until the next day. We assume in our modelsthat the soures of water are randomly distributed, andthat thirsty zebras an easily (but not instantly) �ndtheir way to an adequate soure.Sleep. Zebras tend not to have long periods ofmotionless sleep. Unlike arnivores, whih are equippedwith signi�ant defense mehanisms, zebras rely onkeeping wath and eeing from predators. Thereforeour models assume that zebras maintain their mobilitypattern 24 hours a day.
4. COLLAR DESIGNFigure 4 shows a photograph of the ore of a Ze-braNet prototype node: the evaluation board for theGPS-MS1E (ontaining a GPS, Flash RAM, and CPU),a short range radio, and a long range radio with itspaket modem. (The photo does not show the pakag-ing, batteries, solar array, and power management ir-uits.) This setion gives an overview of the trakingollar node design. The blok diagram in Figure 5 illus-trates the di�erent omponents and their interationswith one another.To minimize the part ount and overall size andweight of the system, we use a single-hip miniatureGPS solution from �Blox: GPS-MS1E [5℄. The GPS-MS1E is a 12-hannel GPS reeiver apable of getting aposition update every seond (though we get them lessfrequently). It has an integrated 20Mhz Hitahi SH132-bit miroproessor as well as I/O support. We usethe SH1 for data apture and protool ontrol; it is theonly programmable CPU in the ZebraNet node. TheGPS-MS1E also has a built in 1MB Flash RAM mod-ule; 640KB is available for user data while the rest isused to store the �rmware.Using the GPS-MS1E's miroproessor, we periodi-ally obtain the position oordinates and store them in
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Figure 5: Blok diagram of ZebraNet node de-sign.its on-board ash RAM. GPS readings are aurate towithin 5-10m; this is more than suÆient for our pur-poses. Assuming that we store 30 oordinates per hour,eah hour requires a little over 240 bytes of spae. Thisimplies that 640KB of storage is equivalent to approx-imately 110 ollar-days worth of data. Furthermore,we plan to ompress the data by representing mostof the oordinates as o�sets from two referene pointsper hour. Assuming a ompression rate of about 36%,640KB of Flash is then apable of storing 300 ollar-days of data.The proessor also oordinates the ommuniationsover the two radios. We hose to use two radios so wean have broad ontrol over tradeo�s in energy vs. om-muniation range. First, the Linx Tehnologies SC-PAseries [18℄ is a data radio with a range of only 100 me-ters but very low power onsumption. Seond, we usea slow but higher-power data radio and paket modemfor longer-range (8km) transfers. The short-range radiois power-eÆient for peer transfers when zebras are on-gregating by water soures, while the longer-range radiois neessary for ommuniating to the base station overthe large area studied with relatively few traking ol-lars.Short Range Radio Protool. While the Pio-Paket paket modem handles error orretion, ollisiondetetion, and paketization for data sent on the longrange Tekk data radio, the same for data transmissionover the Linx radio must be performed by the ZebraNet�rmware. Short range radio pakets have a maximumsize of 300 bytes and a 16 bit CRC provides error hek-

ing. The Linx radio also requires a MAC protool sinenone is provided in the hardware. While many stan-dard protools suh as Aloha, Slotted Aloha, CSMA,and MACA [16℄ are available, ZebraNet has require-ments and resoures that di�er from typial wirelessad-ho networks. When doing peer searh, ollars mustavoid ollisions by seleting designated senders one-at-a-time. Fortunately, we an implement a unique ollision-avoidane protool that takes advantage of the fat thatGPS gives our networked system an extremely aurateand preise synhronized lok. (The system has net-worked timing with 30-50ns preision and 30ns RMSauray.) By broadasting peer to peer searh queriesin non-overlapping predetermined time slots that repeatevery 10 seonds or so, we an eliminate ollisions. Theminimum length of the time slots is ditated by theavailability of CPU time and the time needed to swithbetween reeive and transmit modes on the Linx radios.CPU availability is an issue sine the GPS-MS1E CPUis also running time-ritial tasks related to GPS trak-ing. Beause of this, we work with 100-200ms time slotsin our initial devies. This gives us ollision-free opera-tion for 50 or 100 ollars, with 200ms and 100ms timeslots respetively.Wireless Networking Alternatives. Frequenyrange regulations a�et the hoie of radio for ourprototyping purposes. For example, there are high-performane radios manufatured by MaxStream thatoperate in the 900Mhz and 2.4Ghz ISM bands that areliense-free in the US [22℄. In Kenya, however, we wouldhave to use the shorter-range (and only very reentlyavailable) 2.4Ghz unit, the 24xstream. Nevertheless, ithas a range of up to 4km line of sight with low poweronsumption (1.2W transmitting, 0.3W reeiving). Be-ause of its power advantages, we may swith in the nearfuture to using this radio for long-range transmissions.Finally, we also onsidered using an OEM wirelessEthernet (802.11b) module [35℄ instead of the short-range radios. The potential advantages of 802.11bwould be very high data throughput and the abilityto abstrat away details of wireless ommuniation in-luding ollision detetion and avoidane, error dete-tion, et. There are disadvantages, however. The GPS-MS1E's serial ports only support speeds up to 33.8Kbps.This beomes suh a severe bottlenek that unless wehoose another I/O method, we lose most of the speedgain of Ethernet. Without the speed gain, our power re-quirements would go up by 16-25X per unit data trans-ferred [35℄. We ould solve the I/O bottlenek by addinga separate miroontroller and storage, instead of rely-ing on those provided by �Blox, but this would furtherinrease the energy requirements of an Ethernet-basedhoie and also would inrease per-node hardware osts,size, and omplexity.Energy Issues and Power Supply. Table 1 givesurrent onsumption of the ZebraNet node operatingin di�erent modes. All �gures in the table are urrentdrains on the 3.6V power supply. The urrent �gures arebased on atual lab measurements of the urrent on-sumption of individual devies, but the aggregate ur-rent drains on the 3.6V supply for eah mode were alu-lated assuming the use of 70% eÆient DC-DC voltageonverters with the appropriate output voltages power-ing devies that run on voltages higher than 3.6V. (Theollars require DC-DC voltage onverters with regulatedoutputs, espeially for the long-range radio whose am-perages are highly variable.)Current drains range from a low of less than 1mAwhen the system is in stand-by mode (most of the time),to a high of 1.622A when the system is transmitting



Collar State Devie and Mode Current drainof 3.6V supplyStand-by All < 1mAPosition Sampling and Storage GPS-MS1E, Ative Antenna 177mAPeer Disovery/Transfer Only GPS-MS1E + Short-range 177mABase Disovery Only GPS-MS1E + Long-range, 432mASimultaneous Peer and Base Searh GPS-MS1E + Short-range + Long-range 469mATransmitting Data to Base GPS-MS1E +Long-range 1622mATable 1: Energy measurements for a ZebraNet node in di�erent states of operation.Item Weight�Blox GPS-MS1E Single-hip GPS/CPU 8 gramsLinx SC-PA Short-range Radio 20 gramsLong-range Radio and Paket Modem 296 grams14 Sony Lithium-Ion Polymer Cells: (UP503759AH) 3.7v, 1AH ells 287 grams totalSolar Array - Unisolar USF5 exible 5 watt 540 gramsTotal 1,151 grams (2.54 lbs)Table 2: Weight measurements for di�erent omponents of a ZebraNet node.using its paket modem and long-range radio. Our goalis to have a power supply system in whih the battery isreharged from a solar array, but in whih the batteryan operate the system for 5 full days between rehargesif needed. We onservatively assume that in those 5 dayswe will do the following:� 30 position samples per hour, 24 hours every day.� 6 (total) hours per day of searhing for peer nodesand transferring data between them over low-power short-range radio.� 3 hours of searhing for the mobile base station us-ing the long-range radio per day. To save energy,the 3 hours of base station searh overlap in timewith the 6 hours of peer searh and peer trans-fer beause in both modes, the relatively powerhungry CPU must be on anyway.� 640 kilobytes transmitted to mobile base stationduring 5 day periodTo operate with the above assumptions, we need a13.5 Ampere-hour battery with a voltage greater than orequal to 3.6 volts. A readily-available, easy-to-use lead-aid battery with appropriate apaity would weigh fourpounds. Sine this is too heavy, we are opting insteadfor Lithium-ion polymer ells, whih have the highestenergy density even among lithium ion ells. As in-diated in Table 2, the required energy apaity withthis battery tehnology will weigh about 287 grams orabout 0.63lbs. Table 2 summarizes the weights for allthe key omponents in a ZebraNet node. At this point,the heaviest single omponent is the exible amorphoussilion solar ell array [37℄. At 540 grams (1.18lbs), itontributes about half of the total ollar weight. (Rigidsolar ell arrays would be heaper, lighter and havegreater power generation eÆieny, but exible amor-phous silion arrays are better at withstanding ruggedenvironments.)Current Status. We have built two prototypeopies of ZebraNet nodes, whih are urrently opera-tional in the lab. In partiular, they an now automat-ially sample GPS oordinates and store them in FlashRAM. In addition, they an use the short-range wire-less radio to searh for peers, and to exhange data withanother ollar.

5. PROTOCOL DESIGNThe goal in ZebraNet is to gather data olleted ateah ollar bak to the base station. Sine not every ol-lar is within range of the base station, data annot besent diretly. Instead, it has to hop its way towards thebase station, using other ollars as intermediate hops.In ZebraNet, all nodes exept the base station are datasoures, while the base station alone is a data sink. This\data gathering" trait ontrasts with the general end-to-end ommuniation prevalent in many wired and wire-less networks, where every node an be a soure and/orsink.In addition, ZebraNet nodes are mobile. The nodesmove around almost onstantly (albeit slowly). Thebase station is also mobile, depending on the route takenby researhers in their vehiles. Furthermore, the basestation is only ative some of the time, when researhersare driving around gathering data. In the duration thata base station is inative, the network essentially hasno known destination where data should be sent. Theseharateristis, oupled with the high lateny toleraneof ZebraNet, all for speialized protools.
5.1 Flooding ProtocolA simple approah to move data bak to the basestation is to ood data to all neighbors whenever theyare disovered. Figure 6 shows the pseudo-ode for theooding protool. If the nodes move extensively andmeet a fair number of other nodes, then given enoughtime, data will eventually migrate bak to the base. Inthis way, a high perentage of the data eventually makesit bak to base.The base station does not neessarily have to omeinto ontat with all the nodes in the system; instead,oming into ontat with just a few nodes may beenough. Indeed, it an be inferred that by identifyinga few highly-interative nodes, i.e. nodes that meet alarge number of other nodes, we an ollet a substantialamount of data readily.While ooding an potentially return the highest su-ess rate in a peer-to-peer network, the large amount ofdata ooded through the network an lead in some sit-uations to exorbitant demands for network bandwidth,storage apaity, and energy.



1. At eah san for neighbors,2. if node is within range of the base station,3. send data to base station;4. delete this data, sine it has suessfullyreahed the base station;5. else6. send data to all neighbors;Figure 6: Pseudo-ode for the ooding protool.1. At eah san for neighbors,2. if node is within range of the base station,3. send data to base station;4. delete this data, sine it has suessfullyreahed the base station;5. inrement hierarhy level;6. else7. hek hierarhy levels of neighbors;8. send data to neighbor with highest level,breaking ties randomly;9. deay hierarhy level after D sans;Figure 7: Pseudo-ode for the history-based pro-tool.
5.2 History-based protocolRather than ooding data to all neighbors, we alsoonsider a simple protool that intelligently seletsnodes to send to based on prior ommuniation pat-terns. Naturally, a good target node is one that will ul-timately relay the data to the base station. Our history-based protool enodes the likelihood of a node beingin range with the base station by assigning eah nodea hierarhy level based on its past suess at transfer-ring data to the base station. The higher the level, thehigher the probability that this node is within range ofthe base station. The intuition behind this is that nodesthat were previously within range of the base stationwill still be lose by, so they will be able to relay thedata bak to the base station either diretly (if theyare still in range) or indiretly through minimal othernodes. This protool thus biases the seletion of a nodebased on history.Eah node remembers its own urrent hierarhy level.Eah time a node sans for neighbors, it requests the hi-erarhy level of all its neighbors. It then sends the datait has olleted to the neighbor with the highest hier-arhy level, with ties randomly broken. When a nodeomes within range of the base station, its hierarhylevel gets inreased. Conversely, when a node is out-of-range from the base station, its hierarhy level getsdeayed over time at a rate of one level per every Dsans. That is, if D is 5, we derement the hierarhylevel by 1 every 5 onseutive sans where it is beyondthe base station's range. At the start, all nodes starto� at the same lowest hierarhy level of zero. The pseu-doode of the proposed protool is shown in Figure 7.Clearly, the suess of the history-based uniast rout-ing protool depends on the mobility of the base stationand nodes. If the network hanges very dynamially, anode that was previously near the base station may nolonger be the best ommuniation target. Then, theproposed protool may mis-diret traÆ frequently andget a poor homing suess rate.
6. EXPERIMENTAL RESULTSIn this setion we will desribe our simulation environ-ment and our protool evaluation. We �rst present dataon the ideal ase; from here, we will onstrain two major

fators|storage and bandwidth|and then present en-ergy tradeo�s between di�erent protools. Finally, wesimulate our proposed design and show the results|suess rate and energy onsumption|of our design.
6.1 ZNetSimArmed with fats and �eld observations about zebrabehavior and reasonable assumptions of the terrain andoperating harateristis of the Mpala Researh Cen-ter in Kenya, we onstruted a zebra mobility modeland simulation environment for ZebraNet. Our simula-tor, ZNetSim, takes user-de�ned storage and bandwidthonstraints, and returns two metris: (i) suess rate,whih is the perentage of data that gets bak to base,and (ii) energy onsumption. We developed ZNetSim inC, and it urrently stands at 5941 lines of ode.Mobility Models. At the start of eah simula-tion, we randomly plae 50 zebras and 10 water souresaross a 20kmX20km map. As this is savanna, thereare no major mountains or anyons that might hinderherd movements, animal interations, or networking in-terations, so we assume unobstruted ommuniations.One the zebras and water soures are plaed, the map isset into motion. The zebra movements are based on thethree-tier mobility model shown in Figure 2. Eah ze-bra independently selets speed and turning angles suhthat aggregate three-minute movements math the dis-tributions in Figures 2 and 3. Unless otherwise stated,the zebras move at a base speed of 0.017m/s when graz-ing, four times faster at 0.0723m/s when graze-walking,and nine times faster at 0.155m/s when fast-moving.Communiation events are simulated on 30 seond gran-ularity.One per day at a random time, the simulated ze-bras beome \thirsty." When thirsty, a zebra movesas if in \graze walking" mode|i.e. faster and moredeliberately|towards the nearest watering hole. (Wepresume that they know the loation of the nearest wa-tering hole from any point on the simulated grid.) Fi-nally, sine �eld data indiates that zebra movementstend to be similar 24 hours per day, our simulator treatsnighttime the same as daytime|an endless yle of eat-ing and walking. While predators do range aross theareas under study, the zebra mortality rates due topredators are low enough that we ignore them for thesesimulations.We ompared ZNetSim's mobility model with that ob-served by biologists and found our distribution to mathalmost exatly with Figures 2 and 3, with the disrepan-ies being simply rounding error. The base station itselffollows a retangular route from (5km, 5km) to (15km,15km) in the 20km by 20km map. The base moves threehours per day, between 2 p.m. and 5 p.m., and movesat 8m/s, or roughly 30km/h. One three hours are up,it goes o�-line immediately, but restarts the next dayfrom this same loation.Simulation Methodology. Our simulations on-sist of four ommuniation phases that our within 30minutes every two hours, i.e. from 12:00-12:30, 2:00-2:30, 4:00-4:30, et, over an entire month. This timelineis arrived at due to the power onstraints disussed inSetion 4, as ollars are limited to six hours per dayof searhing for peers and transferring data. The fourphases are:� Peer Disovery: All nodes �rst enter a mode wherethey use their short-range reeivers to searh forneighbors within range.� Base Disovery: Likewise, nodes with a separatelong-range radio will query to see if they are within



range of the base station. Sine the nodes do notknow when the base station will be available, basedisovery is done from noon till midnight everyday. This is typially overlapped with Peer Dis-overy to save power.� Peer Transfer: Upon �nding one or more nodeswithin range, one ollar initiates data transfers.One this node has �nished its transfer, anothernode begins, till the end of the 30 minutes. The or-dering of these ollar seletions is random in oursimulator, but future protools may try to opti-mize this order.� Base Transfer: After suessfully �nding the basewithin range, ollars upload all stored data to thebase station. With our long range radio, we as-sume that total bandwidth an be shared, so allradios within range of the base an transfer at thesame time, dividing the bandwidth equally. Onethe data entries are transferred, they are deletedfrom the ollar to free up storage.We assume peer and base disoveries take 30 seondsand peer and base transfers are dependent on the avail-able bandwidth and the amount of data to be trans-ferred. In all transfers, nodes send their own data �rstbefore forwarding other nodes' data. One the 30 min-utes ommuniation interval is up, all disoveries andtransfers immediately ease. Unless otherwise men-tioned, we use a single radio in all simulations. This letsus more learly illustrate the e�et of radio range on net-work performane. Finally, we note that for simpliitywe ignore the irregular and asymmetri harateristisof radio ranges as disussed in [9℄.Deletions with limited storage. With limitedstorage, a node prioritizes its own data over that ol-leted from others. So, if a data point omes in andthere is no free spae to store it in memory, the node�rst deletes the oldest data point belonging to anothernode. If none are available, it will then delete its ownoldest data point. In this way, the system prioritizes themost reent timestamped points; the data points thathave been around the system the longest|and thus hadthe highest probability of being already transferred tobase|are the �rst to be evited to make room for newerinoming points. Similarly, a node's own data is alwayslast to be evited, and in that ase only for newer pointsof itself.One a data point has been transmitted to base, itis added into a \delete list." The delete list is a datastruture that indiates a partiular point is now obso-lete and an be erased. Like regular data points, deletelists are also transferred between nodes. Unlike regulardata points, delete lists do not ontain full data points.In peer to peer transfer, upon reeiving a data point, ifit is already in the delete list, it is disarded. In addi-tion, one every hour, the nodes \srub" their memoriesof data points in the delete list.
6.2 Network connectivityAs ZebraNet relies on animal movements to reatean ad ho network, how these zebras move and interatritially determines the topology and onnetivity ofthe network, whih inuenes the performane of rout-ing protools. Hene, before we evaluate the protools,we �rst haraterize network onnetivity. There aretwo measures of onnetivity:� Diret onnetivity: This ounts neighbors en-ountered diretly by eah node. That is, given

0

10

20

30

40

50

60

70

80

90

100

0
20

00
40

00
60

00
80

00

10
00

0

12
00

0

14
00

0

radio range (meters)

av
er

ag
e 

pe
rc

en
ta

ge
 o

f d
is

tin
ct

 c
ol

la
rs

 
en

co
un

te
re

d 
di

re
ct

ly

0.067m/s 0.134m/s 0.267m/s

Figure 8: Average perentage of distint neigh-bors enountered diretly.
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Figure 9: Average perentage of distint nodesenountered indiretly, through peer-to-peer re-laying.a irular radio range of radius r, a ollar i is aneighbor of ollar j if ollar i is within r meters ofollar j. This is a good indiation of the mobilityof nodes and their interations with eah other.� Indiret onnetivity: In addition to diret neigh-bors, indiret onnetivity inludes nodes that arereahable via multihop relay through neighborsand neighbors' neighbors. This is a good india-tion of how peer-to-peer networking will work.In a mobile ad ho network, radio range radius r andthe mobility of the nodes signi�antly impat networkonnetivity. We thus simulate the mobility of zebrasat varying r and movement speeds, over a month ofsimulated movement. Figures 8 and 9 plot the averageperentage of distint nodes zebras enountered diretlyand indiretly respetively, averaged over the total num-ber of ollars. The �gures show that as radio range andmovement speed inrease, diret and indiret networkonnetivity rise. This is intuitive, sine a wider radiusr inreases the probability of other zebras falling withinrange. Likewise, a faster-moving animal overs moreground and thus inreases the hane of meeting otheranimals. Figure 8 shows that, using diret neighborsonly, 100% onnetivity is attained at around 12km ra-dio range for the fastest (0.267m/s) movement speed. IfZebraNet protools rely solely on diret onnetivity toget data bak to the base station, they require a verywide 12km radio range that pratially overs the entire20km by 20km map.Sine radio energy onsumption inreases signi�antlywith radio range (following a square-law or more) apower-eÆient network should also tap indiret on-netivity through peer-to-peer ommuniation. For the
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Figure 10: Suess rate with in�nite storage andbandwidth.same movement speed of 0.267m/s, Figure 9 showsthat using indiret neighbor relationships, the networkahieves 100% onnetivity with radio ranges of lessthan 2,000 meters. Hene, peer-to-peer protools areable to exploit indiret onnetivity to redue radioranges in sparsely-onneted sensor networks, realizinga huge redution in power onsumption. These resultssupport the potential bene�ts of a peer-to-peer protoolin ZebraNet. They also point to the likely radio rangeswe will need to support. The subsetions that followevaluate protool issues in more detail.
6.3 Protocol EvaluationsTo �rst establish a baseline, Figure 10 shows the su-ess rate of data returned to the base station for an idealnetwork where there is in�nite storage apaity andnetwork bandwidth. We ompare three protools. Inaddition to the two proposed peer-to-peer protools|ooding and history-based|we also plot suess ratefor a protool that supports no peer-to-peer transfersand only allows diret transmission of a ollar's data di-retly to the base. Both peer-to-peer protools (ood-ing and history) perform better than diret transmis-sion, ahieving 100% suess rate at a radio range ofabout 6km as ompared to 11km radio range needed for`diret'. This is beause the peer-to-peer protools arebetter able to perolate data from relusive nodes thatdo not meet the base station diretly.We also see that for this unonstrained setup, oodingperforms better than the more seletive history-basedprotool. With no onstraints on storage and band-width, ooding will have the best performane of anypeer-to-peer protool, sine it ompletely leverages theindiret onnetivity of a network, by broadasting toevery neighbor.
6.4 Storage ConstraintsAs storage apaity is a prominent onstraint in thedesign of sensor nodes, we next investigate the impat oflimiting the apaity of onboard memory. To illustratethe trends, we show an extreme ase in whih storage islimited to 10 ollar-days.As shown in Figure 11, even with storage severelyonstrained, both peer-to-peer protools perform bet-ter than diret transmission to base. This is somewhatsurprising sine peer-to-peer requires that the storagehandle both the ollar's own data as well as that of itspeers. The suess of the peer-to-peer protools omeslargely due to our deletion strategy whih prioritizes aollar's own data over others. This helps ensure that
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Figure 11: Suess rate with onstrained storageand in�nite bandwidth.
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Figure 12: Suess rate with in�nite storage andonstrained bandwidth.a protool, at worst, stores only its own data. Hene,the peer-to-peer protools annot have a poorer datahoming rate than diretly transmitting data to base.Comparing the `ood' and `hist' urves shows thatstorage ontraints degrade ooding's suess rate morethan that of the history-based protool. This is fairlyintuitive sine ooding indisriminately forwards datato all neighbors, resulting in large dupliation of dataaround the network.
6.5 Bandwidth ConstraintsThe seond major design onstraint in sensor net-works is bandwidth. Figure 12 shows the suess rateof both protools when the bandwidth is throttled at12kbps. (To separate the di�erent onstraint e�ets,storage here is one again in�nite.) At short radioranges, below about 4000m, network onnetivity islow. As shown in Figure 8 eah node sees relatively fewneighbors and thus there is relatively little peer datato be transmitted. In this realm, ooding is not yetbandwidth-onstrained, so it returns more data thanthe history-based protool.As radio range inreases, however, network onnetiv-ity rises and the amount of data ooded aross the net-work begins to saturate the available bandwidth. Flood-ing thus begins to be limited by the 30-minute om-muniations period available with the tight bandwidth-onstraint; as a result, its suess rate su�ers as it blastsredundant data muh of the time. The history-basedprotool, on the other hand, uses more intelligent se-letion of whih nodes to swap data with, and therebydelivers more useful data to base.
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Figure 13: Normalized energy onsumption forthe non-resoure-onstrained ase. The energyonsumed by diret transmission is very lose tothat dissipated by the history-based protool.When running our simulations without prioritizing lo-al ollar data over peers, ooding does even worse, aseah ollar wastes too muh time transmitting anotherollar's likely-redundant data instead of its own data.
6.6 Energy TradeoffsBesides suess rate, another metri of key interestin sensor networks is the energy onsumption. Figure13 shows the energy onsumption for the protools run-ning on a non-resoure-onstrained network. The peer-to-peer protools are shown as energy osts normalizedto that of diret transmission, whih is plotted as al-ways equal to one. Flooding's energy onsumption ismore than 8X that of diret transmission at large radioranges. In onstrast, the relative energy of the history-based protool grows very slowly from 1.0X at 1km ra-dio range to 1.04X at a radio range of 15km. This isexpeted, sine ooding sends messages to everyone inrange, when only one opy is needed bak at the base.Furthermore, ooding may perform many redundantswaps of data that has already been delivered to thebase in ases when the delete-list perolates only veryslowly bak from the base station. History-based, on theother hand, sends its data to only one reeiver. Thus,we see that while ooding typially gives the best per-formane in peer-to-peer networks with no onstraintson storage and bandwidth, its real-life energy ost andbandwidth expetations are exorbitant for large radioranges. While ooding makes sense at low-radio-rangeand low-onnetivity points in the design spae, it is apoor hoie for the high-onnetivity regime.
6.7 Final Design ChoicesThe trends summarized in this seletion have helpedguide the design hoies in the ZebraNet prototypenode, and in fat, led to our seletion of two radios inZebraNet. The �rst radio is a low-power, short-range(100m, 19.2Kbps) radio intended mainly for peer-to-peer ommuniations. The seond radio is higher-powerand longer range (8km at 2.4Kbps) and is intendedmainly for transmitting to base. With the uBlox hipproviding 640KB of user-aessible ash memory, stor-age is essentially unonstrained. Simulating a ood-ing protool for short range and a diret protool forlong range, our simulations show an 83% suess rate,with an estimated 855kJ (66 ampere-hours) energy on-sumption per month. We are urrently experimentingwith adaptive protool variations that should inrease

the protool suess rate while holding energy roughlyonstant.
7. RELATED WORKSensor networks in general, and environmental sens-ing in partiular, are areas of onsiderable researh in-terest. This setion touhes on some of the most salientrelated work for ZebraNet, divided into setions on envi-ronmental appliations and wildlife, sensor node design,and protool studies for sensor networks.Environmental and Wildlife Sensing Priorwildlife monitoring work for large mammals has almostexlusively been supported by relatively low-tehnologyVHF transeivers that periodially send out a ping sig-nal [10℄. More reent improvements have inluded GPS-based trakers, whih have been used for traking ofvarious animals inluding birds [27℄ and sea turtles [4℄,but these rely on high-power transmitters that trans-mit data up to a satellite, and they operate o� a non-reharged battery supply. Sensor networks have alsobeen proposed for intruder detetion, temperature mon-itoring, and traÆ ontrol [7, 36℄. Environmental mon-itoring using sensor nodes with embedded proessorsare also a fous of the habitat monitoring projet [21℄.There, they plant the sensors statially in a grid-likefashion aross two wildlife habitats. These sensors iden-tify animals when they move through the multiple sen-sors, and report observed phenomena bak to a basestation through peer-to-peer transfers through the sen-sor network. While this has issues in ommon with Ze-braNet, the key di�erene lies in mobility. In habitatmonitoring, sensor nodes are �xed, traking a dynamiphenomena (moving animal), and reporting to a �xed-loation base station. In ZebraNet, sensor nodes and thebase station itself are all mobile and only intermittentlyavailable for ommuniation. Routing hoies thus be-ome more aute for ZebraNet.Sensor Node Design In the researh arena, webear some resemblane to the TinyOS and TinyNet-workedDevies projet [13℄. Key di�erenes here arethat the Smart Dust \motes" are muh more �ne-grained than ZebraNet nodes, whih inlude GPS anda 20MHz proessor. Thus, they are targeted at di�er-ent points in the node design spae. Ranghunathan etal. have also studied energy and other design issues insensor networks, disussing di�erent node alternatives[32℄.More oarse-grained, the Hiker's Buddy work fromDuke looked at power-aware omputing issues for a mo-bile \platform" inluding a PDA and GPS [6℄. This, onthe other hand, is atually more oarse-grained in termsof software and energy onsumption than what we wishfor ZebraNet. It also is intended for diret human useand so did not onsider peer-to-peer forwarding of po-sition data to a base station arhive.Protool Studies Moving more spei�ally toZebraNet's ommuniation mehanisms, ZebraNet is amobile ad ho network, a researh area that has seen in-reasing attention in reent years. The zebras (nodes)move dynamially and arbitrarily, so the wireless inter-onnetions between the nodes hange ontinually. Ina mobile ad-ho network, the routing protool has todeliver messages quikly, in the fae of unpreditabletopology hanges. In addition, power eÆieny is rit-ial. Numerous routing protools have been proposed[33℄. Some proatively searh for routes to all othernodes [26, 29℄, while others only look for a path when amessage needs to be delivered [30, 15℄. In ZebraNet, ourdestination (base station) is only sporadially available.Thus, ahing routes (DSR [15℄) or signi�ant link state



(AODV [30℄) will be ine�etive, beause ahed datamay guide data unneessarily to the base station whenit is down. Furthermore, frequent node movements maytrigger wasteful ahe ushes and route re-disovery. Ofthe many proposed ad ho protools, our ZebraNet pro-tool most losely resembles epidemi routing [38℄.General mobile ad ho network protools target arbi-trary data ow patterns between multiple soures anddestinations. In ZebraNet, data ows either from allthe zebras (nodes) to a single destination (base station)i.e. data gathering; or oasionally, from a single soureto all the nodes, i.e. broadast. These data ow pat-terns assoiate ZebraNet losely with the sensor net-works sublass of mobile ad-ho networks [7, 31, 8℄. Insensor networks, data is gathered from numerous dis-tributed sensors to a base station, so data too aggregatesfrom many nodes to a single destination. Similarly, thebase station broadasts the information it is interestedin to all sensors [14℄.The unique ommuniation harateristis of sensornetworks have led researhers to study spei� rout-ing algorithms for them, sine routing protools pro-posed for general mobile ad-ho networks do not workwell [8℄. However, the routing algorithms proposed thusfar [12, 17, 28℄ assume stati sensor networks, i.e., net-works where the sensors do not move one they are de-ployed. Algorithms also assume that the base stationstays at a �xed loation. Based on the taxonomy pro-posed in [36℄, however, ZebraNet is a dynami sensornetwork; its nodes are mobile, and so is the base sta-tion. This sub-ase has not previously been studied indetail.Another interesting area of researh is on onnetiv-ity and overage problems in wireless ad ho networks.While overage issues in elluar networks have been wellstudied, issues of onnetivity and \ritial mass" formobile ad ho networks are still open topis in both the-ory and systems [11, 23, 24℄. Thus far, omputationalgeometry or random graph theory tehniques have beenapplied to global views of network topology. Our workin ZebraNet has foused on stohasti studies based ondetailed mobility models. Finally, there has also beenwork on high level data proessing and programming insensor network to redue bandwidth or storage needs [3,14, 20℄.
8. CONCLUSIONSThis paper disusses the design tradeo�s and earlyexperienes in building a low-power wireless system forposition traking of wildlife. By using peer-to-peer net-working tehniques, our system an forward data toa researher's mobile base station without assumingthe presene of any ellular phone servie or widely-available teleommuniations support.We present initial design ideas, measurements, andweight estimates, and we disuss how battery andweight limits translate into energy and storage limitsfor our system and its protools.Although our protool development is still very muhunderway, we feel that the early protool data the paperprovides may be generally useful to the ad ho network-ing and systems ommunities. It represents new stepsin protools for mobile sensor networks, and o�ers in-sights into how storage and energy limits may impatprotool design. We are urrently making further proto-ol improvements that will inlude: (i) position-based,in addition to history-based routing, (ii) self-adaptivedeisions on the number of nodes to forward to in thehistory-based approah, (iii) better support for diversemobility models. In partiular, by having protools that

well-support nodes of disparate speeds, we will be ableto ollar and study diverse sets of speies within thesame eosystem. Finally, we note that our history-basedapproah urrently is stateless (it transfers the infor-mation as part of the peer disovery proess); we areonsidering state-based approahes that might dereasepeer disovery time.Overall, ad ho networking is presently a very ativeresearh area. Our work on ZebraNet makes a signif-iant ontribution to that domain by o�ering detailedsystems-level perspetives on how to build low-powerpeer-to-peer systems that operate e�etively and are op-timized to the harateristis of a partiular appliationdomain.
9. ACKNOWLEDGMENTSWe thank Chidozie Enyinna, Ting Liu, Kinari Patel,Karen Tang, and Jeremy Wall for their ontributions tothe ZebraNet projet and for their omments on ideasrelated to this paper. Julie Buehner's senior thesisprojet provided the animal observation data in Se-tion 3. We also thank the anonymous reviewers for theiromments on the paper. The ZebraNet projet is sup-ported in part by an NSF ITR grant. Mpala ResearhCentre is administered by the Mpala Researh Trust, aollaboration of Prineton University, the SmithsonianInstitution, the National Museums of Kenya, the KenyaWildlife Servie, and the Mpala Wildlife Foundation.
10. REFERENCES[1℄ J. Altmann. Observational study of behavior:sampling methods. Behavior, 49:227{267, 1974.[2℄ J. Beuhner. Movement rules of afrian ungulates.Prineton University Senior UndergraduateThesis. Dept. of Eology and EvolutionaryBiology. Advised by Prof. Dan Rubenstein., June2002.[3℄ P. Bonnet, J. E. Gehrke, and P. Seshadri.Towards Sensor Database Systems. In Pro.Seond International Conferene on Mobile DataManagement, Jan. 2001.[4℄ Carribean Conservation Corporation.http://www.turtle.org/satwel.htm. 2002.[5℄ P. Eggenburger. GPS-MS1E Miniature GPSReeiver Module Data Sheet. u-Blox AG. URL:http://www.u-blox.h/, Ot. 2001.[6℄ C. Ellis. The Case for Higher-level PowerManagement. In Pro. HotOS, Mar. 1999.[7℄ D. Estrin, D. Culler, K. Pister, and G. Sukhatme.Conneting the Physial World with PervasiveNetworks. In Pervasive Computing, Jan. 2002.[8℄ D. Estrin, R. Govindran, J. Heidemann, andS. Kumar. Next Century Challenges: SalableCoordination in Sensor Networks. In Pro. FifthACM/IEEE Int'l Conf. on Mobile Computing andNetworking, Aug. 1999.[9℄ D. Ganesan, B. Krishnamurthy, A. Woo,D. Culler, D. Estrin, and S. Wiker. An empirialstudy of epidemi algorithms in large salemultihop wireless networks. under submission,2002.[10℄ Habit Researh. http://www.habitresearh.om/.2002.[11℄ Z. Hass. On the Relaying Capability of theReon�gurable Wireless Network. In Pro. IEEE47th Vehiular Tehnology Conferene, Vol 2, pp.1148-1152, May 1997.



[12℄ W. Heinzelman, A. Chandrakasan, andH. Balakrishnan. Energy-EÆient CommuniationProtool for Wireless Mirosensor Networks. InHawaii International Conferene on SystemSienes, Jan. 2000.[13℄ J. Hill, R. Szewzyk, A. Woo, S. Hollar, D. E.Culler, and K. S. J. Pister. System ArhitetureDiretions for Networked Sensors. In Pro.Arhitetural Support for Programming Languagesand Operating Systems, pages 93{104, 2000.[14℄ C. Intanagonwiwat, R. Govindran, and D. Estrin.Direted Di�usion: A Salable and RobustCommuniation Paradigm for Sensor Networks. InPro. Sixth ACM/IEEE Int'l Conf. on MobileComputing and Networking, Aug. 1999.[15℄ D. Johnson and D. Maltz. Dynami SoureRouting in Ad-Ho Wireless Networks. InT. Imielinski and H. Korth, editors, MobileComputing, pages 153{181. Kluwer AademiPublishers, 1996.[16℄ P. Karn. MACA - A New Channel Aess Methodfor Paket Radio. In Pro. 9th ComputerNetworking Conferene, 1990.[17℄ S. Lindsey, C. Raghavendra, and K. Sivalingam.Data Gathering in Sensor Networks using theEnergy*Delay Metri. In Pro. Parallel andDistributed Proessing Symposium, Apr. 2001.[18℄ LINX Tehnologies, In. S series transeivermodule design guide.http://www.linxtehnologies.om/, Apr. 2001.[19℄ Lotek Corp. http://www.lotek.om. 2002.[20℄ S. Madden, R. Szewzyk, M. J. Franklin, andD. Culler. Supporting Aggregate Queries OverAd-Ho Wireless Sensor Networks. In Pro. 4thIEEE Workshop on Mobile Computing Systemsand Appliations, June 2002.[21℄ A. Mainwaring, J. Polastre, R. Szewzyk, andD. Culler. Wireless Sensor Networks for HabitatMonitoring. In Intel Researh, IRB-TR-02-006,June 2002.[22℄ Maxstream. 24xstream wireless modem datasheet.http://www.maxstream.net/, July 2002.[23℄ S. Meguerdihian, F. Koushanfar, M. Potkonjak,and M. Srivastava. Coverage Problems in WirelessAd-Ho Sensor Networks. In Pro. IEEE Infoom2001,Vol 3, pp. 1380-1387, Apr. 2001.[24℄ S. Meguerdihian, F. Koushanfar, G. Qu, andM. Potkonjak. Exposure In Wireless Ad HoSensor Networks. In Pro. MobiCom '01, pp.139-150, July 2001.[25℄ Mpala Researh Centre.http://www.nasm.edu/eps/mpala. 2002.[26℄ S. Murthy and J. Garia-Luna-Aeves. AnEÆient Routing Protool for Wireless Networks.ACM Mobile Networks and Appliations Journal,Speial Issue on Routing in MobileCommuniation Networks, Ot. 1996.[27℄ NASA Satellite Traking of Threatened Speies.http://sdd.gsf.nasa.gov/ISTO/satellite traking/.2002.[28℄ C. Okino and M. Corr. Statistially AurateSensor Networking. In Pro. WirelessCommuniation and Networking Conferene, Mar.2002.[29℄ C. Perkins and P. Bhagwat. Highly DynamiDestination-Sequened Distane-Vetor Routing(DSDV) for Mobile Computers. ComputerCommuniations Review, Ot. 1994.

[30℄ C. Perkins and E. Royer. Ad Ho On DemandDistane Vetor (AODV) Routing. In Pro. IEEEWorkshop on Mobile Computing Systems andAppliations, Feb. 1999.[31℄ G. Pottie and W. Kaiser. Wireless IntegratedNetwork Sensors. Communiations of the ACM,May 2000.[32℄ Raghunathan et al. Energy-Aware WirelessMirosensor Networks. IEEE Signal ProessingMagazine, Mar. 2002.[33℄ E. Royer and C.-K. Toh. A Review of CurrentRouting Protools for Ad-Ho Mobile WirelessNetworks. IEEE Personal ComuniationsMagazine, Apr. 1999.[34℄ D. I. Rubenstein. The eology of female soialbehavior in horses, zebras, and asses. In P. Jarmanand A. Rossiter, editors, Animal Soieties:Individuals, Interations and Organizations, pages13{28. Kyoto University Press, 1994.[35℄ Symbol Tehnologies In. S24 High Rate OEMModule Integration Guide. Revision A.http://www.symbol.om, Feb. 2002.[36℄ S. Tilak, N. Abu-Ghazaleh, and W. Heinzelman.A Taxonomy of Wireless Miro-Sensor NetworkModels. June 2002.[37℄ United Solar Systems Corp. Web page andtehnial spei�ations.http://ovoni.om/unitedsolar/exiblemodulespes.html,2002.[38℄ A. Vahdat and D. Beker. Epidemi routing forpartially onneted ad ho networks. Tehnialreport, Apr. 2000. Tehnial Report CS-200006,Duke University.


